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Olson and Schultz (2011) have somewhat misrepresented my
line of argument by stating that in Scholz (2010) I presumed that
fracture toughness kc scales as OL. What I actually did was to point
out that their data (my Fig. 1) shows that kc f OL (my Fig. 2). With
my eqn. (3) this requires that dmax f L which contradicts their
central argument that dmax f OL. The difference is fundamental: in
the first case the crack is stable under stress boundary conditions,
in the second it is not. Olson and Schultz point out that rock type,
temperature etc. can result in variations in kc. This is true but only at
the level of a factor of five or so (e.g. Peck et al., 1985), not the factor
of 500 seen in their data.

I then went on to point out several errors in data handling or
interpretation that led to the data giving the illusion of being better
fit by a square root line. The first was mixing data for single
segment veins with multiple segment veins. These two are not self-
similar and should not be scaled together. The second set of prob-
lems has to do with interpreting multiple segment fractures. If they
are an echelon set they are likely to be the result of mixed mode
III þ I fracture. In that case the length of the segments are not
causally related to the opening of the master crack and so the two
should not be related (as is the case for the Shiprock dikes). In the
more general case, segments of multiple segmented cracks have, as
a result of their stress interactions, scaling of the form dmax f Ln,
where n< 1 and decreases as the degree of interaction between the
cracks increases. This multiple segment scaling may approach
a square root dependency, but this cannot be interpreted in terms
of the propagation of an individual crack and thereby conclude that
the crack is stable only under constant displacement boundary
conditions, as was done by Olson (2003).

Olson and Schultz go on to argue that the evidence from other
sources for OL scaling of kc is mixed. Labuz et al. (1987), in lab
experiments on granite, found kc f OL scaling out to crack lengths
of 50 mm (I could not find their statement, cited by Olson and
ll rights reserved.
Schultz, that kc is constant from 80 to 160 mm). This type of scaling
of kc, termed R-curve behavior, is typical of low porosity rock-like
materials such as polycrystalline ceramics (e.g. Evans, 1990).
Olson and Schultz noted that tuff, a vesicular rock with a porosity of
about 25%, exhibits a different form of scaling of kc. The fracture
process in such high porosity rock is fundamentally different from
that in low porosity rock. For example, the process zone associated
with faulting of high porosity rock is characterized by compaction
due to porosity collapse, rather than the dilatancy from micro-
cracking that occurs in low porosity rock such as granite. As
a result, deformation bands are formed rather than faults (e.g.
Fossen et al., 2007). We therefore should not consider the behavior
of tuff to be particularly relevant to that of low porosity rock, which
is the main interest here.

In Scholz (2010) I discussed the scaling of process zone width
out to field scales. This is a critical point that was not addressed by
Olson and Schultz, so I take the opportunity here to make the more
complete argument. In Fig. 1 is shown a logelog plot of the process
zone widthWp vs d, the aperture of joints and dikes. The estimated
length of the fractures, when available, are shown in brackets. The
fit to the data yields a slope of 0.9. This is an underestimate of the
slope because the apertures of the two smallest data sets (A & B) are
for unfilled joints and are themselves underestimates. These data
are most consistent with linear scaling between Wp and d, with
a typical ratio Wp/d z 10. With the assumption that the process
zone is the region within which the local stress exceeds the tensile
strength T of the host rock, Pollard and Segall (1987) derived the
expression

Wp ¼ 1
4
L½Ds=ðT � srÞ�2 (1)

where Ds is the crack driving stress and sr the regional stress.
Because this says that Wp f L and the observation of Fig. 1 indicate
thatWpf d, it follows that df L. To put this in the framework of the
Griffith energy balance, note that the fracture energy per unit crack
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Fig. 1. A logelog plot of process zone width vs aperture for joints and dikes. Fracture
length given in brackets. Data sources: (A) lab experiment on opening mode cracks in
granite (Swanson, 1987), (B) joints in granite (Segall, 1984; Segall and Pollard, 1983), (C)
dikes in gneisses (Engvik et al., 2005), (D) dikes in sandstone (Delaney et al., 1986).
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length Gc must equal the surface energy of all the cracks in the
process zone. ThereforeGcfWp and fromeqn. (1),Gcf L. If the latter
is used in the Griffith energy balance instead of Griffith’s assumption
that Gc is scale independent, it is found that the crack is stable under
stress loading. And because Gc f kc

2, we obtain kc f OL, as before.
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